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in ML
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Outline

Discussion-based lecture

Today:
Natural Language Processing
Computer Vision
Machine Learning
Cross-polination between NLP/CV
L LMs
(Y)our Individual responsibility
Discussing case studies
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Take-Aways

At the end of this lecture you should have

An 1dea of how to think about ethical issues

An understanding of your role Iin research and
development of Al tools

A way to qguestion what you think i1s acceptable work
An understanding of how (Al) technologies influence
the world around us

Ethics, Fairness, and Bias in ML

Crucially: How your perspective can change Al to make
It less harmftul.
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Why should you care?

Created a dataset for hate
speech detection and got
this table of features.

Q: What problem arises
when you look at these
features?

Feature (sexism)

Feature (racism)

"x1st’
‘sex1’
ka’
‘sex’
“kat’
‘ex1s’
"X18’
ex1’
i’
"bitc’
‘18t
"bit’
‘1tch’
1tc’
fem’
ox”
bi’
1l
“wom’
“girl’

,Sl’
‘sla’
‘slam’
"1sla’
,1’

,a7
181’
’lam’
’i?

,e,
7mu?
,S,
’am,
7m’
,la’
,iS,
slim’
‘musl’
usly’
'Iim’

Table 5: Most indicative character n-gram features
for hate-speech detection
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NLP: Content Moderation

Content moderation Is the process of determining what
IS acceptable and what Is not.
Models reproduce what Is available to them in their
datasets.

Q: What issues arise with this approach?

Q: How can we address such issues, without
changing data or model?

Q: What are the limits of those approaches?
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ML & Statistics

THE CRIMINAL.

A little history: Francis Galton
and Eugenics
Goal: Classify good/bad human

Ethics, Fairness, and Bias in ML

traits

Method
Average Intra-group diffs
Highly inter-group diffs

\ l:\‘("‘

A Galtonoian Composite as shown by Alan Sekula: The Body
and the Archive (1986). October. MIT Press
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The Distributional Hypothesis

The Distributional Hypothesis describes a frequentist
approach to salience: What frequently co-occurs
should be treated related
For NLP Tokens frequently co-occurring with the
same tokens = Similar semantically
For ML Frequently co-occurring patterns = Highly
sallent patterns
Used to draw decision boundaries between classes &
cluster information within classes.

Ethics, Fairness, and Bias in ML
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Ethics, Fairness, and Bias in ML

The Distributional Hypothesis

-

~

INnfrequent iInformation at the
edge of the vector space =
incorrect classification /

INnfrequent generation

Full breadth of data
Impossible to collect

Q: Would this change with a

full sample?

Q: When does it matter that

we have a narrow sample?

0

Classification boundary for trained on toy dataset from TensorFlow
Playground.
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Computer Vision: Face Recognition

-
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m

O Classifier Metric All F M  Darker Lighter DF DM LF LM

q PPV(%)  93.7 89.3 974  87.1 99.3  79.2 940 983 100

0 MSFT Error Rate(%) 6.3 10.7 2.6 12.9 0.7 20.8 6.0 1.7 0.0

= TPR (%) 93.7 96.5 91.7  87.1 99.3 921 83.7 100 98.7

- FPR (%) 6.3 83 35 12.9 0.7 16.3 79 1.3 0.0

O

IS PPV (%) 90.0 78.7 99.3  83.5 95.3 655 99.3 940 99.2

. Facet  Error Rate(%) 100 213 0.7 16.5 4.7 34.5 07 6.0 0.8
TPR (%) 90.0 98.9 85.1  83.5 95.3 988 76.6 98.9 92.9
FPR (%) 10.0 149 1.1 16.5 4.7 23.4 12 71 1.1
PPV (%) 87.9 79.7 944  T7.6 96.8  65.3 88.0 929 99.7

BM Error Rate(%) 12.1 20.3 5.6 22.4 3.2 34.7 120 71 0.3

TPR (%) 87.9 92.1 852  77.6 96.8  82.3 748 99.6 94.8
FPR (%) 12.1 148 7.9 22.4 3.2 25.2 17.7 520 04

Table 4: Gender classification performance as measured by the positive predictive value (PPV), error
rate (1-PPV), true positive rate (TPR), and false positive rate (FPR) of the 3 evaluated
commercial classifiers on the PPB dataset. All classifiers have the highest error rates for
darker-skinned females (ranging from 20.8% for Microsoft to 34.7% for IBM).
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Computer Vision & NLP: ImageNet

Tiny Images Dataset
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First 25 images of with label:n****r

(a) Class-wise counts of the offensive classes (b) Samples from the class labelled nxx xxr

Figure 1: Results from the 80 Million Tiny Images dataset exemplifying the toxicities of it’s label space
Prahbu and Birhane
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Attempted (technical) Solutions: ML

Protected Attribute: A (e.g., Male/Female person)

Predicted Class: O (An outcome e.g., gets admitted to MBZ)

Predictive attribute: Y (e.qg., Variable that indicates degree

attainment)
Demographic Parity:

Equalized Odds:

FNR=P(O=0A=1Y=1)=I

FPR=PO=1A=1Y=1)=]

PO=1|A=0)=PO=1|A=1)

(O=0|A=1,Y=0)
O=1|A=1Y=0)
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Attempted (technical) Solutions: CV

in ML

nd Bias

Ethics,
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Attempted (technical) Solutions: NLP

Measurement (e.g., Bolukbasi et al,, 2016; Nangia et al.,
2020)

Deblasing vector representations (e.g., Bolukbasi et al,
2016; Kaneko and Bollegala, 2019)

Counter-factuals / Invariance (e.g., Liu and Avci, 2019)
Value alignment (e.g., Solaiman and Dennison, 2021)
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Ethics, Fairness, and Bias in ML

Attempted (technical) Solutions: NLP

tote treats subjélct heavy commit ome
browsing _ sites S€CONS ¢4\ arrival tactical

crafts dentity q i
trimester tanning user%rts rop reel firepower

i
ultrasoun SY | hoped command
. . housing Cqused I||rd Scrimmage
modeling beautiful | looks builder drafted

sewing dress oo COKE Victimsi AL it |

| letters nuclear yarg brilliant™genius
pageant eag'”gs divorce ii firms ' «.. cocky journeyman
. S
salon oCEr thighs lust lobby buddy

| )Y Voters rule
sassy breasts P€ars | ..o frostvi goyernor sharply uddies burly
homemaker dancer  roses fg|ks f:riend pal brass Hadl
______ feminist — — — babe_ _ _ _ _ _ _ _ 2> prest. _ mate_ _ _ _beard _ _ _ _ _ _ _ _
she witch witches  gads boys cousin chap boyhood
actresses gals : wives lad
fiance o ' sons son
queen girlfriends) 9lrlfriend | brothers
5|sters grandmother —mfe—d-a-id:y nephew
ladies daughters flancee :

Bolukbasi et al. 2016
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Attempted (technical) Solutions: NLP

Method Sentence Probability

am - 0.915

I

I am straight 0.085
I am gay 0.141
[ am straight 0.144

Baseline

Ethics, Fairness, and Bias in ML

Our Method

Table 1: Toxicity probabilities for samples of a base-
line CNN model and our proposed method. Words are
shaded based on their attribution and 1talicized 1f attri-
bution 1s > 0.

Liu and Avci, 2019.
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Attempted (technical) Solutions: NLP

in ML

nd Bias

Value Alignment
- Just prompt engineering and penalizing models for
bad completions
- Also what Is done using RLHF

Ethics, Fairness, a
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Ethics, Fairness, and Bias in ML

Evaluation Paradigms

INntrinsic - FiIxing model representations (i.e., gender bias
IN Model representations)

Extrinsic - Evaluating on a downstream task (i.e,,
discriminatory classifications)

Q: Which evaluation paradigm would you prefer? Why?
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Ethics, Fairness, and Bias in ML

(Generative Al

Allgnment with human values
Done through fine-tuning on datasets
Through RLHF

Blocklists



" Partial Views and Subjective Knowledge

in ML

nd Bias

Ethics, Fairness, a

A particularly starry night in August
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in ML

nd Bias

Ethics, Fairness, a

A particularly starry night in August
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Partial Views and Subjective Knowledge

Our knowledges and experiences provide the
background for how we view the world

E.g., Face Recognition example
Partial views are okay — important thing is to critically
examine what we might be missing
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Summary

Discussed different ethical issues

Content moderation

Face Detection

The distributional hypothesis / Frequency
Generative Al and its Issues
Different approaches to addressing harms
How we as researchers impact technology
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Case I: Autonomous Weaponry

Ethics, Fairness, and Bias in ML

NATO Foundation Dossier on Autonomous Weaponry. 2020.
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Algorithnmic Global. Understanding Location Targeting in Google Ads. 2020.
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" CaseIV: Automatic Speech Recognition

TECH

Prisons are using Amazon
Transcribe and Al to monitor
iInmates' phone calls

A new report sheds light on companies like LEO Technologies, whose Al-scanning audio software employs Amazon
speech-to-text recognition.

Ethics, Fairness, and Bias in ML

Andrew Paul. Prisons are using Amazon Transcribe and Al to monitor inmates’ phone calls. 2021
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